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Abstract

Background: Microarray experiments can simultaneously determine the expression of thousands of genes.
Identification of potential genes from microarray data for diagnosis of cancer is important. This study aimed to
identify genes for the diagnosis of acute myeloid and lymphoblastic leukemia using a sparse feature selection
method.

Materials and Methods: In this descriptive study, the expression of 7129 genes of 25 patients with acute
myeloid leukemia (AML), and 47 patients with lymphoblastic leukemia (ALL) achieved by the microarray
technology were used in this study. Then, the important genes were identified using a sparse feature selection
method to diagnose AML and ALL tissues based on the machine learning methods such as support vector
machine (SVM), Gaussian kernel density estimation based classifier (GKDEC), k-nearest neighbor (KNN), and
linear discriminant classifier (LDC).

Results: Diagnosis of ALL and AML was done with the accuracy of 100% using 8 genes of microarray data
selected by the sparse feature selection method, GKDEC, and LDC. Moreover, the KNN classifier using 6 genes
and the SVM classifier using 7 genes diagnosed AML and ALL with the accuracy of 91.18% and 94.12%,
respectively. The gene with the description “Paired-box protein PAX2 (PAX2) gene, exon 11 and complete
CDs” was determined as the most important gene in the diagnosis of ALL and AML.

Conclusion: The experimental results of the current study showed that AML and ALL can be diagnosed with
high accuracy using sparse feature selection and machine learning methods. It seems that the investigation of the
expression of selected genes in this study can be helpful in the diagnosis of ALL and AML.
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Introduction

Leukemia is the blood cell cancer which is
the most common cancer in children
younger than 15 years (1,2). The cause of
leukemia in children is still generally
undiscovered. Few risk factors such as
genetic  susceptibility, infection, and
ionizing radiation have been recognized,
but they seem to describe only a small
fraction of the cases (1). Acute leukemia
includes a heterogeneous group of diseases
determined by rapid and uncontrolled
clonal expansion of progenitor cells of the
hematopoietic system (2). Acute leukemia
is categorized into myeloid and lymphoid,

based on the immunologic markers
determining their lineage commitment (3).
Acute lymphoblastic leukemia (ALL) and
acute myeloid leukemia (AML) are the
frequent types of leukemia among children
(1). ALL is the cancer of the lymphoid line
of blood cells which is the most common
childhood cancer (1,4,5). AML is the
cancer of the myeloid line of blood cells
that occurs due to blast accumulation and
uncontrolled proliferation factors (4,5). In
ALL and AML, the abnormal cells are
rapidly reproduced in the bone marrow and
blood which lead to disrupting the function
of normal blood cells (4). Pale skin color,
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enlarged lymph nodes, easy bleeding or
bruising, feeling tired, fever, spleen, and
liver are symptoms of ALL, while reddish
dots on the skin, feeling tired, bleeding
gum, and shortness of breath are
symptoms of AML (4). Diagnosis of AML
from ALL is important with regard to
prognosis and treatment. One of the most
accurate and important ways to diagnose
AML and ALL is to use people’s DNA
and their genetic information. With the use
of DNA microarray technology, it is
possible to take a genome-wide method to
diagnose AML and ALL and measure the
expression level of thousands of genes
simultaneously (6-9). Microarray gene
expression data are widely utilized for the
discovery of cancer biomarkers or gene
signatures and diagnosis of cancer. In
microarray data, gene numbers are
significantly larger than the sample
number, which leads to the curse of
dimensionality phenomenon and
challenges the classification process (7-9).
Most genes in microarray data are
redundant, and a few relevant genes may
be useful for cancer diagnosis and
appropriate therapeutic selection in clinical
management. Therefore, an important step
in analyzing microarray data is to decrease
the number of genes and select appropriate
genes for the classification of cancer which
leads to the decreased processing time of
classification and misclassification rate
(8,10,11). In gene selection, a number of
relevant genes which has been widely
utilized in microarray data are selected
(12). Gene selection methods can be split
into the filter, wrapper, and embedded
methods. Filter methods rank the genes
based on their certain characteristics
independent of the classifiers. These
methods are fast and simply applied to
microarray data sets that have thousands of
genes. Wrapper methods use some criteria
to choose a number of genes that have the
best performance for a specified classifier.
Wrappers usually have good performance
but the computational cost of these
methods is high. Embedded methods carry
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out gene selection in the training process
and are usually specific to a classifier
(11,13). Classical gene selection methods
ignore the correlation among genes and
evaluate the importance of each gene
individually. To solve the problem, sparse
feature selection was presented to consider
the correlated information among different
features in the dimension reduction
process (14). This study aimed to select the
relevant genes in the diagnosis of ALL and
AML using the leukemia microarray gene
expression data. For this purpose, a sparse
feature selection method based on 12,1-
norm minimization on regularization was
applied to consider the correlated
information among different genes in the
gene selection process. The feature
selection method also preserved the
geometry structure of all leukemia gene
expression data. Then, some classifiers
such as k-nearest neighbor (KNN), support
vector machine (SVM), Gaussian kernel
density  estimation based classifier
(GKDEC), and linear discriminant
classifier (LDC) were applied to the
selected genes to diagnose ALL and AML.

Materials and Methods

Data set

In this descriptive study, the microarray
gene expression data collected from the
bone marrow of patients with leukemia
cancer provided by Golub et al. (15) was
used. The data set included 72 samples of
leukemia that were classified into 23 AML
and 49 ALL samples. Each sample in this
data was indicated by the expression of
7129 genes. To evaluate the efficiency and
performance of machine learning methods,
the data should be divided into two
training and test sets. The training set was
applied to construct the model and the test
set to evaluate the model. The gene
expression data of leukemia utilized in this
study were previously split into training
and test sets. The training and test sets
include 38 leukemia patients (25 ALL and
13 AML) and 34 leukemia patients (24
ALL and 10 AML), respectively.
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Sparse feature selection method

In this study, a sparse feature selection
method based on I2:-norms and graph
Laplacian was applied to identify
important genes in the diagnosis of AML
and ALL. The sparse method considers the
correlation among various genes and
preserves the geometry structure of the
data. The objective function of the sparse
method used in this study is as Eq. (1)
(16-18):

arg minTr{WTXLXTW) + u||XTW +
W.b

1,07 =Y+ AWl

where L denotes the graph Laplacian, b €
R® is the bias term and 1, € R is a column
vector in which all n its elements are 1 and
n is the number of training data. X and Y
are the training data and their labels,
respectively. pn and A indicate
regularization parameters. The I..1-norm
regularization in Eqg. (1) ensures that the
most sparse genes were selected and the
correlation among genes was considered in
the gene selection process. For the
computation of graph Laplacian, a graph S
was created with n nodes which node i
specifies sample x;. In the graph, close
samples were connected to each other. The
weight matrix of the graph was defined as

method calculates the distance of the new
sample to training samples and searches
the gene space to find k leukemia samples
in the training set which are closest to the
new sample. This method needs a distance
criterion such as Euclidean distance or
Manhattan distance to find similarities
between samples (19).

GKDEC

GKDEC is a non-parametric classification
method. In Kkernel estimator, kernel
bandwidth and kernel function affect the
probability density estimation. A popular
kernel function is the Gaussian kernel that
extensively utilized in GKDEC (20).

LDC

LDC assumes that AML samples are
linearly separable from ALL samples. This
method estimates the parameters of the
linear discriminant directly from the
leukemia microarray data.

Ethical Consideration

Current study was approved by Ethical
committee of Shahid Sadoughi University
of Medical Sciences (number: IR. SSU.
MEDICINE.REC.1399.224).

Results

In this study, different experiments were
conducted on the leukemia microarray data
set to diagnose AML and ALL. For this

Eqg. (2): purpose, the rank of each gene in leukemia
Sy = microarray data set was calculated using
{1 if x; € KNN(x;) or x; € KNN(x;)the method defined in Eq. (1). Then, the
0 otherwise genes with the highest ranks were selected

The graph Laplacian is calculated through
L=D-5 where D is computed as
Dy =%;5:;

SVM

SVM is known as a classification method
which applies a nonlinear mapping to turn
the microarray data space into a higher
dimension. This classifier searches a linear
optimal separating hyperplane in the new
dimension which separates the sample of
ALL from AML (19).

KNN

KNN is based on learning by analogy
which searches the gene space for k close
samples to the new sample. In fact, this
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and the classifiers such as KNN, SVM,
LDC, and GKDEC were applied on the
selected genes to diagnose AML and ALL.
For evaluation of the performance of the
classifiers on the identified genes,
accuracy, sensitivity, and specificity were
used as the evaluation measures. Accuracy
is a measure that refers to the percentage
of correctly predicted leukemia cancer
samples. Sensitivity and specificity were
utilized to identify the percentage of
correctly predicted AML and ALL cancer
samples, respectively. The leukemia
microarray data set was originally split
into training and test sets with 38 and 34
samples, respectively. Gene Ranking and
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model construction were carried out on the
training data, and the evaluation of the
models on the selected genes was done on
the test data. Table | show the performance
of different classifiers on the different
number of genes selected by the sparse
feature selection method. The bold
indicates the best Performance. It is clear
from Table I, GKDEC and LDC using 8
selected genes diagnosed AML and ALL
with the accuracy of 100%. These methods
were able to correctly diagnose all ALL
and AML samples. Moreover, the
accuracy of the KNN classifier using 6
genes and the SVM classifier using 7
genes in diagnosing of AML and ALL was
91.18% and 94.12%, respectively. The

result of Table I show that all classification
models constructed on the small number of
selected genes have high performance in
the diagnosis of AML and ALL, which
indicates the ability of the sparse feature
selection method presented in Eg.(1) in
identification of the most relevant genes.
This is because the method considers the
correlation among different genes in the
gene selection process and keeps the
geometry structure of microarray data in
the construction of graph Laplacian. In
table 11, 10 top-ranked genes of the
microarray leukemia data set identified by
the sparse feature selection method are
shown.

Table I: Performance of different classifiers on different number of genes

Method Number of Accuracy
genes
KNN 5 88.24
SVM 88.24
GKDEC 97.06
LDC 94.12
KNN 6 91.18
SVM 91.18
GKDEC 97.06
LDC 94.12
KNN 7 91.18
SVM 94.12
GKDEC 97.06
LDC 94.12
KNN 8 91.18
SVM 94.12
GKDEC 100
LDC 100
KNN 9 91.18
SVM 94.12
GKDEC 97.06
LDC 100
KNN 10 91.18
SVM 94.12
GKDEC 100
LDC 100
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Sensitivity Specificity

100 88.33
100 88.33

90 100
100 91.67
100 87.5
100 87.5

90 100
100 91.67
100 87.5
100 91.67
100 95.83
100 91.67
100 87.5
100 91.67
100 100
100 100
100 87.5
100 91.67
100 95.83
100 100
100 87.5
100 91.67
100 100
100 100
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Table 1I: Top-ranked genes of microarray leukemia data set identified by the sparse feature selection

1 U45255 s at Paired-box protein PAX2 (PAX2) gene, exon 11 and complete cds

2 D14134 at RECA Replication protein A (E coli RecA homolog, RAD51 homolog)

3 L02950_at CRYM Crystallin Mu

4 HG3725-HT3981 s_at Insulin-Like Leydig Hormone

5 X89430_at Methyl CpG binding protein 2

6 M11973 cdsl_at Gamma-B-crystallin gene (gamma 1-2)

7 U11878_at Interleukin-8 receptor type B (IL8RB) mRNA, splice variant IL8RB10,
partial cds

8 Y10812_at Fructose-1,6-bisphosphatase

9 U94333_at Clg/MBL/SPA receptor C1gR(p) mMRNA

10 u09411_at ZNF132 Zinc finger protein 132 (clone pHZ-12)

Discussion A method was presented by Bolén-Canedo

In the current study, the classification of
microarray data of leukemia patients into
ALL and AML was carried out using
KNN, SVM, GKDE, and LD classifiers.
The classifiers diagnosed ALL and AML
using a small number of genes identified
by the sparse feature selection. GKDE and
LD classifiers diagnosed AML and ALL
with the accuracy of 100% using 8 top-
ranked genes identified by the sparse
feature selection method. Moreover, KNN
and SVM classifiers achieved the accuracy
of 91.18% and 94.12%, using 6 genes 7
genes to diagnose AML and ALL,
respectively.

Alshamlan et al. (21) proposed the genetic
bee colony (GBC) algorithm which
combines the genetic algorithm (GA) and
artificial bee colony (ABC) algorithm.
They employed the mRMR method on
leukemia microarray data set to select top
relevant genes. The accuracy of the SVM
classifier on 50, 100, and 150 relevant
genes selected by the mMRMR method was
91.66%, 97.22%, and 100%, respectively.
Alshamlan et al. also carried out the
comparison of the performance of the
GBC algorithm with ABC and mRMR-
ABC algorithms. The mean accuracy of
the SVM on 5 genes of leukemia
microarray data set selected by GBC,
MRMR-ABC, and ABC algorithms were
96.43%, 92.82%, and 91.89%,
respectively.
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et al. (22) which distributed the data by
features and carried out a merging
procedure for updating the feature subset
based on the improvement of accuracy.
They achieved the classification accuracy
of 91.18%, 97.06%, 94.12%, and 94.12%
using C4.5, SVM, KNN, and naive Bayes
classifiers, respectively on the leukemia
microarray data set.

Aziz et al. (7) modeled the leukemia data
using the independent component analysis
(ICA) method and selected the relevant
genes using the fuzzy backward feature
elimination  (FBFE) method. The
classification accuracy of SVM and NB
classifiers with ICA feature vector was
88.23% and 86.21%, respectively.
Moreover, Aziz et al. (7) achieved the
accuracy of 94.2% and 95.12% for SVM
and NB classifiers, respectively using the
FBFE method on the independent
component feature vector extracted by
ICA. FBFE eliminated the irrelevant genes
from the independent components and
selects 35 genes for SVM and 30 genes for
NB.

Apolloni et al.(9) presented a hybrid
feature selection method called BDE-Xrank
which combines an FS method based on a
binary differential evolution (BDE)
algorithm with a filter feature selection
method. SVM, KNN, NB, and C4.5
classifiers were used on the leukemia data
set to evaluate the performance of the
BDE-Xrank method in the identification of
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the most predictive genes for the
classification of ALL and AML.
Classification accuracies of 82.4%, 97.1%,
91.2%, and 91.2% were obtained by SVM,
KNN, NB, and C4.5 classifiers,
respectively constructed on the genes
identified by BDE-XRank.

A hybrid method based on relief and
convolutional neural network (CNN) was
presented by Kilicarslan et al. (23) for the
diagnosis of ALL and AML on leukemia
gene expression data. They applied the
relief method which is a dimension
reduction algorithm on the leukemia data
to select the relevant genes. Then, a
convolutional  neural network  with
Softmax function was used on the genes
selected by the relief method to diagnose
ALL and AML. They achieved an
accuracy of 99.86% in the diagnosis of
ALL and AML.

ALL and AML were diagnosed using the
leukemia gene expression data with an
accuracy of 94.85% by Arunkumar and
Ramakrishnan (24). They used the CFS
method for the selection of the relevant
genes. Then, the genes selected by CFS
were employed to calculate the final
minimal reduct set utilizing a customized
fuzzy triangular norm operator based on
the fuzzy rough quick reduct (FRQR)
algorithm.

Potharaju and Sreedevi (25) presented a
distributed feature selection (DFS) method
utilizing symmetrical uncertainty (SU) and
multilayer ~ perceptron  (MLP) by
distributing across the multiple clusters.
They evaluated the DFS method using
ridor, simple cart (SC), KNN, and SVM
classifiers and compared the DFS method
with some classical methods such as IG,
gain ratio (GR), and chi-squared attribute
evaluator (Chi). They obtained the
classification accuracy of  93.05%,
94.44%, 95.83%, and 98.61% using ridor,
SC, KNN, and SVM classifiers,
respectively which was better than 1G, GR,
and Chi methods.

Karimi and Farrokhnia (26) presented a
method based on the combination of
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dimension reduction and gene selection
techniques for the microarray data set.
This method used the GA to select the
relevant genes and combined it with linear
discriminant analysis (LDA). In this
method, some relevant genes of the
leukemia data set were selected using GA,
and LDA was performed on the selected
genes instead of the whole data set. Karimi
and Farrokhnia identified 22 relevant
genes and achieved an accuracy of 94.21%
on leukemia data set in the diagnosis of
ALL and AML.

A hybrid feature selection method was
proposed by Santhakumar and Logeswari
(27) for the classification of ALL and
AML which was based on the combination
of Ant Colony Optimization (ACO) and
Ant Lion Optimization (ALO) algorithm.
The accuracy of 95.45%, 93.94%, and
90.91% was achieved using the ant lion
mutated ant colony optimizer feature
selection, ant colony optimizer feature
selection, and ant lion mutated feature
selection, respectively.

A gene selection method was presented by
Kyun Park et al. for microarray data (28).
This method combined an unsupervised
gene selection method with a supervised
one to identify the top-ranked genes. Kyun
Park et al. (28) achieved an accuracy of
100% in the classification of ALL and
AML using 13 top-ranked genes of
leukemia data.

Conclusion

The results of this study indicated that
sparse feature selection and machine
learning methods can be applied for
diagnosis of AML and ALL with high
accuracy. Moreover, the results showed
that the sparse feature selection based on
I2,1-norm identifies the most relevant genes
of microarray data for diagnosis of AML
and ALL. This is because the sparse
method considers the useful information
among different genes and preserves the
geometry structures of microarray data in
the gene selection process. Therefore, it
seems that investigating the expression of
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the genes identified by the sparse feature
selection method can be used in the
diagnosis of ALL and AML.
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